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Abstract—With the rapid development of Chinese economy,
it is significant to examine the economic activities in China.
Each transaction behavior is recorded by the invoice. The
invoice contains the transaction content, the classification of the
transaction behavior (in accordance with the Tax Classification
and Coding for Commodities and Services issued by the state)
and transaction price, etc. Our work uses real invoice data and
conducts a multi-dimensional analysis of Chinese transaction
behavior based on recommender system of transaction behavior
categories. Firstly, we propose a recommender system based on
compositional CNN-RNN model with attention mechanism to
recommend the corresponding categories of transaction behavior
collected from tax invoices that maps the transaction behavior
recorded in the invoice to transaction code in the Tax Classifi-
cation and Coding for Commodities and Services issued by the
state. Preliminary experiments show that the top-one accuracy
of recommending transaction behavior achieves 75%. Then, we
focus on the quantity distribution of invoice data. We can draw a
conclusion that the major category with larger number of invoice
records is more diversified and accompanied by an increase in
the number of subdivided categories. After that, we studied the
price distribution of various transaction behaviors to discover
the difference in price distribution between different industries.
Prices in the major categories of goods are more concentrated
in the middle or lower prices. We can analyze the regional
industrial structure through the price distribution of the industry
which makes sense to study the economy of the region from the
perspective of industry.

Index Terms—Tax Invoice, Transaction Behavior, Deep Learn-
ing, Price Distribution, Recommender System

I. INTRODUCTION

Today the Chinese economy is the second largest in the
world and it experienced massive growth in that 35-year
span, authorities have taken a new approach to the economy
called the new normal. China has been the largest contributor
to world growth since the global financial crisis of 2008.
Therefore, it is crucial to study the economic activities in
China [1].

Invoice refers to the text issued by the buyer to the purchaser
during the purchase and sale of goods, provision or acceptance
of services, and other business activities [2]. The invoice
includes the name, quality and agreed price of the product or
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service provided to the purchaser. In other words, the invoice
records the transaction behavior of the company. Value-added
tax (VAT), known in some countries as a goods and services
tax (GST), is a type of tax that is assessed incrementally, based
on the increase in value of a product or service at each stage
of production or distribution.

Analysis of Chinese VAT invoice data can help to under-
stand the economic behaviors among enterprises and con-
sumers, and then analyze the industry, industry status, eco-
logical chain, value chain, and changes in the development
process. In order to accelerate the construction of tax mod-
ernization, facilitate taxpayers’ issuance of VAT invoices in a
convenient and standardized manner, and assist tax authori-
ties in strengthening the administration of tax administration,
the State Administration of Taxation has prepared the Tax
Classification and Coding for Commodities and Services (for
Trial Implementation) [3]. Transaction behavior is classified
into 6 major categories (including Goods, Labor Service,
Sales Service, Intangible Assets, Real Estate and Non-Tax
Items) and 4226 sub-categories according to transaction codes.
Transaction codes can help to classify a wide range of goods
and services (collectively referred to as transactional behavior)
to help understand economic behavior, capital flows, and to
track down tax evasion. Tax rate varies from category to
category. To name only a few, the tax rate for the cereal is
11%, which is different from the category of mineral products
with 17%. So it is necessary to accurately recommend the
corresponding sub-category for the transaction behavior.

In order to analyze the economic activities of various
industries in China in a fine-grained manner, this paper intends
to analyze the distribution of invoices in various industries and
the price distribution of different industries. Nevertheless, a
transaction behavior may be mapped to multiple transaction
codes without considering the actual semantics. For instance,
apple may not mean a fruit, but it may be the name of Apples
products. Besides, the majority of the transaction behavior
contents are in short text and are not as long as sentences,
which cant provide enough words cooccurrence or shared
context for a good similarity measure and is formidable to
extracting valid feature information. In Fig. 1 we find that with



being segmented by the word segmentation, content shows
a heavy-tailed distribution in the number of words. And the
average number of words for content is about 6. In order to
use the transaction code to analyze the above issues, this paper
proposes a recommender system based on a compositional
CNN-RNN model with attention mechanism to recommend
the corresponding categories of transaction behavior that maps
the transaction behavior in the invoice to transacation code
in the tax classification and coding document issued by the
state. Overall, the contributions of our work are summarized
as follow:

1. In order to solve the problem that there are a lot
of unlabeled data in invoice data, we propose a propose a
recommender system to recommend the transaction code for
transaction behavior according to the Coding of Taxes for
Commodities and Service. While considering the character-
istics of the invoice data, we use the normalized vector of
code frequency to represent label instead of using one-hot
encoding and then recommend the labels (transaction code)
for data (transaction behavior) with our system.

2. In our analysis, we found that the transaction behaviors
are more diverse in major category which has the larger
number of sub-categories codes. We have focused on analyzing
the price distribution of different industries and extracting in
the top five categories of invoices in each major category, we
find that the price distribution in different industries is related
to the industry characteristics and the price of goods are mainly
distributed in the middle-to-lower price range. However, in the
major categories of sales services and intangible assets, the
price distribution of these industry is relatively uniform and is
not concentrated in a certain price range.

3. Our work is based on real mass tax invoice data,
during the whole 2017, which contains more than 8 million
companies and 200 million tax invoices. This wealth of data
can help us deeply understand the transaction behavior of a
region in a fine-grained manner, and then study the economic
development of the region [4].

This paper is structured as follows. Related work is dis-
cussed in Section II. In Section III, we provide details about
our real dataset, and present some basic observations of data.
In Section IV, the architecture of recommender system based
on transaction behavior categories is presented as well as
model configuration and parameters. Then, we present the
experiment details and conduct a deep analysis on the category
distribution of tax invoices and price distribution from the view
of different industries in Section V. At last, we summarize our
discoveries and discuss potential investigations in Section VI.

II. RELATED WORK

In order to study the transaction behavior of China, with real
tax invoice data, this paper proposes a recommender system
to recommend the corresponding categories of transaction
behavior that maps the transaction behavior in the invoice to
transaction code, and then studies the economic activities in
different industries. This Section gives a detailed description
of transaction behavior analysis and text recommender system.
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Fig. 1: The scatter figure shows the distribution of word num-
ber of transaction content that we have a distinct preprocess
before.

A. Transaction Behavior Analysis

In China, most of transaction behaviors will be accompanied
by the invoice. Whether it is a paper invoice or an electronic
invoice, the tax controller will record the detailed transaction
behavior, including transaction content, transaction code and
so on. Transaction behavior can reflect the economic develop-
ment of a country or region from the side. Research on trans-
action behavior can examines how market liberalization affects
the profitability and productivity of Chinese firms [5]. Previous
studies often used house prices [6], mobile communication
data [7], etc. to study regional economic changes which have
to face the problem of poor timeliness and coarse granularity,
absolutely impossible to track changes in the industry. How-
ever, it is possible to characterize and detect those potential
users of false invoices in a given year, depending on the
information in their tax payment, their historical performance
and characteristics [8]. Recently a study has been proposed
that focuses on the analysis of intra-provincial trade growth
in China through a database of invoices collected by the
tax system [9]. But no studies have examined the economic
activities of countries or regions from the perspective of the
industry based on tax invoices.

This paper analyzes real value-added tax invoice data
to study Chinese transaction behavior. In order to classify
transaction behavior, the categories recommender system on
transaction behavior is proposed and the transaction behavior
is mapped to the transaction code, which gives the official
category of transaction behaviors. It has provided new methods
and ideas for the study of industry development.

B. Text Recommender System

Traditional text recommender methods concentrate on
human-designed features. The most widely used methods is
to represent text as a vector of terms, called Bag-of-Words.
However, such methods have a serious problem regarding data
sparsity. Then the distributed representation was first proposed
by Hinton in 1986 [10]. The idea of its dependence is that the
semantics of words are determined by contextual information,



TABLE I: Data Examples

Transaction
Content

Transaction Code Transaction
Specification

Transaction
Unit

Transaction
Price

Steel
Pipe

1020103000000000000 159*10 Ton 2790

Belt 1050202040000000000 450 Piece 46

Bearings 1090123010000000000 720 Set 48

Laptop Null 13 inch Set 16000

that is, words that appear in the same context have similar
semantics. The word is mapped into a new space and expressed
as a multidimensional continuous real number vector called
”Word Embedding”. Words use sequential vectors [11] for
Embedding, which can be initialized using pre-trained word
vector. Multi-Layer Deep Neural Network (DNN), CNN [12],
[13], or Recurrent Neural Network (RNN) [14] is used for
high-dimensional abstract feature extraction. There are also
studies that concentrate on applying character representa-
tion [15] embedding and attention mechanisms [16] to text.
But no studies have recommended the category of transaction
behavior based on tax invoices. Hence, we propose a recom-
mender system combining the feature from transaction unit
using CNN and the feature from transaction content using
word-level and char-level Bi-RNN with attention mechanism
to recommend the corresponding codes for the transaction
behavior.

III. DATA DESCRIPTION

In this Section, we describe our dataset which is extracted
from tax invoice, which contains the following five fields:
transaction content, transaction code, transaction specification,
transaction unit and transaction price. The sample data is
shown in Table. I. The transaction code is a 19-digit string,
which represents the category of transaction content. However,
transaction code field in most of the data is empty (like the
fourth row of laptops in Table. I) since this field is often
not filled in during the invoicing. In order to classify every
transaction behavior to an official transaction code, we will
present a neural network model for classification in Section IV.

The transaction code set is a tree structure with a total
number of 4226. It is divided into six major categories, i.e.,
the code of goods is starting with 1, the code of labor service
starting with 2, the code of sales service is starting with 3, the
code of intangible assets is starting with 4, the code of real
property is starting with 5, and the code of no-tax item without
sales action is starting with 6. The number of leaf nodes is
3,550. 90% of the total number of leaf codes belong to the
category of goods. Simultaneously, the sales service category
code accounted for 8%.

The data used for the experiment is collected during the
whole 2017 from Zhejiang Province, China. Zhejiang is a
large coastal province of China with a population of 56.57
million. The land area is 105,500 square kilometers. At the
same time, the number of registered companies in Zhejiang
Province is 8,282,121 and the number of invoice data record
is 203,441,178. According to industrial structure, high-end

equipment manufacturing industry is still the mainstay and
the service industry is also growing rapidly. The growth
rate (27.1%) of operating income of service industry enter-
prises ranks first in China. It is well-known that Alibaba
Group locates in Hangzhou, Zhejiang Province, which is an
e-commerce firm that provides consumer-to-consumer and
business-to-business sales services via web portals and pro-
mote the development of all walks of life.

IV. RECOMMENDER SYSTEM BASED ON TRANSACTION
BEHAVIOR CATEGORIES

In this Section, we present a neural network recommender
system which extracts the word and character features [17]
with attention machanism to recommend the transaction code.
Then we describe the system architecture as shown in Fig. 2
and how to extract the features of the short text from the words
and characters as well as configuration and parameters.

Transaction content can be regard as a short text. For a
short text, we can split the text through jieba segment [18],
[19], S = {w1, w2, , wn}, where S is the set of words, and
wi represents the i-th word. The network takes the input as a
sequence of N tokens, which are contained by a finite word
dictionary.

Embedding layer: The emdedding layer transforms the
short text into a matrix of embedding, denoted as M ∈
R(n×m) as the input of the network, where n is the maximum
number of words. And m is the dimension of word embedding.
We obtain matrix M by concatenating the embedding of words
together.

And
⊕

is the concatenation operation. Suppose the short
text consists of n words, and vwi ∈ Rm is an m-dimensional
vector to represent the i-th word in the short text. We can
obtain M by simply concatenating them:

M = vw1 ⊕ vw2 ⊕ ...⊕ vwn (1)

In our experiment, we use the word vector pre-trained by
word2vec pre-trained by Baidu Encyclopedia corpus [20].

Bi-RNN layer: We use a bi-directional RNN to get annota-
tions of words by obtaining features from both directions for
words, and therefore incorporate the contextual information.
The bidirectional RNN consists of the forward RNN which
reads the text from w1 to wT and a backward RNN which
reads from wT to w1:

−→
ht =

−−−→
RNN(xt),

←−
ht =

←−−−
RNN(xt), t ∈ [1, T ] (2)

We obtain an annotation for a given word wt by concate-
nating the forward hidden state

−→
ht and backward hidden state←−

ht , i.e., ht = [
−→
ht ,
←−
ht ] , which combines the information of

the whole text centered around wt. Similarly, the char-level
simply replaces the words mentioned below with chars.

Attention layer: Not all words or chars contribute equally
to the representation of the transaction content meaning.
Hence, we use attention layer [16] to extract such words
or chars that are significant to the semantic meaning of the



text and weight the representation of those words or chars to
compute a feature vector as follow:

ut = relu(Wwht + bw) (3)

αt =
exp(uTt uw)∑
t
exp(uTt uw)

(4)

s =
∑
t

αtht (5)

We feed ht through a simple multilayer perceptron(MLP) to
get a hidden representation. Then, we use softmax function to
normalize importance weight αt computed by the similarity of
ut with context vector uw. After that, we compute the vector
s as a weighted sum annotations bases on the importance of
word to text.

Convolution layer: The convolution layers are to extract
higher level features from the word embedding matrix. To get
different dimensions of features, we apply filters with different
kernel sizes. Similar to many previous works, we fix the width
of each filter as m and treat the height h of it as a hyper
parameter. Given a filter ω ∈ Rh×m, a feature fi is generated
from a window of words [vi : vi+h−1] by:

fi = g(ω[vi : vi+h−1] + b) (6)

Here b ∈ R is a bias. And g is a non-linear function. The filter
is applied to all possible windows of words in M to produce
a feature map f ∈ Rn due to same padding mode.

Pooling layer: The intention of pooling layer is to further
abstract the features generated from convolution layer by
aggregating the values for each filter. In this work, we apply
a max-over-time pooling operation over each feature map.

Full Connected layer: We use a non-linear full connected
layer to combine various pooling features. In this layer, we
can also apply dropout [21] as a mean of regularization by
randomly setting to zero a proportion of elements of the feature
vector to prevent over-fitting.

Output layer: Using the softmax activation function in the
output layer to represent a categorical distribution over class
labels, and obtaining the probabilities of each input belonging
to a label. Due to the fact that the transaction content in the
invoice data corresponds to multiple codes, we extract the
top K class codes with the highest frequency for the same
transaction content (fewer than K items are calculated by less
than K), and normalizes them into probabilities.

p(ci|content) =
freq(ci|content)∑n
i=1 freq(ci|content)

(7)

Here, ci stands by the class i, and p(ci|content) represents
the probability that content belongs to class i. We fill the
probability in the corresponding code and the rest codes with
zero to generate the representing label vector.

In this work, we apply a max-over-time pooling operation
over each feature map to further abstract the features generated
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Fig. 2: System Architecture

from convolution layer as pooling layer. We use a non-linear
full connected layer to combine various features. We also
apply dropout as a mean of regularization by randomly setting
to zero a proportion of elements of the feature vector to prevent
over-fitting. Finally, we make use of the softmax function in
the output layer to represent a categorical distribution over
class labels, and obtaining the probabilities of each input
belonging to corresponding codes.

V. EXPERIMENT AND ANALYSIS

A. Experiment

For the CPU we used Intel 6950x 3.0GHz with 64GB
memory, and for GPUs we used Nvidia GTX 1080TI. In
order to improve the speed of model training, make full use
of the resources of GPUs, we use in-graph replication with
synchronous training to parallelize the models training across
multiple GPUs installed in the local machine. The controller
device will be the CPU, meaning that all variables will live
on this device and will be copied to the GPUs in each step.
And the CPU has the task of summarizing the loss of each
GPU and calculating gradients. We randomly select data sets
according to the ratio of 7:2:1 and put them into the training
set, test set, and verification set respectively. We use Adam
as the optimization method, and the stopping strategy is that
the loss does not decline in 1000 continuous iterations. From
the Tab. II, we can see that our compositional recommender
model performs better than others. And we show the details
of the model configuration in Fig. 3, along with the hyper
parameters of the model in the Tab. III.
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TABLE II: Experiment Results. We compared only using
word-level RNN, word-level and char-level RNN without
using feature of transaction unit, our compositional model
without using attention and our compositional model on rele-
vant indicators.(K=5)

Accuracy Precision F1-score

Word 0.58 0.57 0.57

Word+Char 0.69 0.67 0.67

No Attention 0.72 0.71 0.70

Compositional 0.75 0.73 0.73

B. Analysis

After using the recommender system proposed in the Sec-
tion IV to recommend transaction code for unlabeled data, we
label the transaction behavior with the top-one code in recom-
mender system in the following analysis. Firstly, we focusing
on the quantity distribution of invoice data. Meanwhile, we use
visualization method to find out the characteristics of transac-
tion contents in each major category. After that, we studied the
price distribution of various transaction behaviors to discover
the difference in price distribution between different industries.

TABLE III: Hyper Parameters

Parameter Values

embedding dimension 400

sequence dimension content : [80, 20] unit : [5]

filter sizes [1, 2]

filter kernel number 256

dropout rate 0.5

hidden layers dimension 256

learning rate α = 0.01

(a) Goods (b) Labor Service

(c) Sales Service (d) Intangible Assets

(e) Real Estate

Fig. 4: The word cloud for five major categoies except for
Non-Tax Items

1) Word Cloud and Quantity Distribution of Invoice Data:
In this part, we pay attention to the word cloud and quantity
distribution of categories of invoice data. Fig. 4 demonstrates
the word cloud for five major categories except No-Tax items.
We can see that daily necessities and industrial products,
such as electricity and oils are included in the word cloud
of Goods category. In the labor service category, words with
high frequency are about processing fees and maintenance fee.
And the sales service includes life service and accommodation
services, so it is reasonable to have more service fees and
accommodation fees. In intangible assets, we can see more
technical or software service fee, similar to patents and trade-
mark related projects. It is quite clear that in the real estate
category, since real estate is mainly related to buildings, it can
be seen that there is a high probability that words with high
frequency are related to buildings.

Table. IV shows the quantity distribution of the number
of each major categories. The number of invoices of goods
accounted for more than 90% of the total number of invoices
followed by sales services and labor services. However, the
number of invoices for non-tax item categories was only 318.



TABLE IV: The number of invoice record for major categories

Category Goods Labor
Service

Sales
Service

Intangible
Assets

Real
Estate

Non-Tax
Items

Numbers 1.53 ×
108

3185832 11735649 132279 139727 318

It is quite a certain that there is a certain similarity between
the quantity distribution of invoices and the distribution of
code set issued by administration of state. Combining with
the staticis in Section III, we can draw a conclusion that the
major category with larger number of invoice records is more
diversified and accompanied by an increase in the number of
subdivided categories.

2) Price Distribution of Different Industry: We extract the
top five sub-categories with the number of invoice records for
each major category. Each small category actually corresponds
to a certain industry, and then according to the unit price
of the invoice data, the price scatter distribution for each
small category is plotted in Fig. 5a and data distribution
and probability density is shown in Fig. 5b. In longitudinal
comparison, we can see that the points in the first row of
the fig. 5 representing for goods are obviously more intensive
than those of other categories. The results are consistent with
the previous statistics: Firstly, the codes of Goods accounts
for 85% of the tax classification code set, reflecting a wide
variety of goods. At the same time, we can see that prices in
the major categories of goods are more concentrated in the
middle or lower prices.The second major category is mainly
the labor service. The first is the other processing labor service,
reflecting that the industry is mainly manufacturing-based.
In the third major category (sales service), you can see the
points in the Fig. 5 are much sparser, and the price of labor
services tends to be cheaper. As we all know, Zhejiang is also a
large province of labor input.The third major category is sales
service. It can be seen that the overall price of software service
fee category is relatively high, reflecting the rapid development
of the technology industry led by the Internet which results
in higher wages in this industry. In other sub-categories, we
can see that the prices are more distributed in the middle
range, which can also reflect the better development of the
tertiary industry (service industry) in Zhejiang Province.The
fourth category is intangible assets. Through the results of the
word cloud, we can see the service fees mainly in terms of
knowledge, trademarks, and property rights, such as technical
service fees. Relatively, the prices of intangible assets are
more widely covered than they are. Low prices embodied
in the categories of goods and services occupy a dominant
position.The distribution curves of the price of real estate
is relatively uniform, and the frequency of high prices and
low prices is also relatively similar. The fifth category of
representative words is mainly real estate, which shows that
real estate in this industry has both high prices and low prices.
There are housing rental services, high-priced commercial
housing (high prices in Zhejiang). It can reflect that the price
structure of the industry is better and the industry can cover

(a) Scatter Plot (The horizontal and vertical coordinates are the price
and it’s frequency)

(b) Violin Plot (The vertical coordinate is the price)

Fig. 5: The price distribution for five major catrgories

the needs of various groups.

VI. CONCLUSION

In this work, we propose a recommender system based
transaction behavior category to recommender the transaction
code for transaction behavior. In this way, we map the diverse
transaction behavior in the invoice to transaction code in the
Tax Classification and Coding for Commodities and Services
issued by the state administration of taxation, to help us
deeply understand the transaction behavior of a region from
the perspective of industry.

We focus on the characteristics in category distribution of
invoice data. We find that the number of invoice records is
highly diverse among the main categories of Goods.

More specifically, interesting results include: the prices of
major categories of goods are mainly distributed in the middle-
to-lower price range. The number of goods in the high price
is small, and the industries in the labor service category have



similar conclusions. However, in the major categories of sales
services and intangible assets, there are subdivisions. The
price distribution of the industry is relatively uniform and not
concentrated in a certain price range, indicating the structure
of that industry price is relatively healthy.

VII. FUTURE WORK

Our work only relies on analysis of invoice data. However,
with the development of multi-source data fusion, we can
obtain data from multi-source in the future. Then we can
analyze the development of enterprises in different industries
in the region more comprehensively. In this way we can
provide real data driven strategies to analyze the development
of the industry in the region, and further examine the methods
we proposed according to feedbacks from industry.
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