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Abstract

In this paper, we propose a novel sequence-aware recommen-
dation model. Our model utilizes self-attention mechanism
to infer the item-item relationship from user’s historical in-
teractions. With self-attention, it is able to estimate the rel-
ative weights of each item in user interaction trajectories to
learn better representations for user’s transient interests. The
model is finally trained in a metric learning framework, taking
both local and global user intentions into consideration. Ex-
periments on a wide range of datasets on different domains
demonstrate that our approach outperforms the state-of-the-
art by a wide margin.

Introduction
Anticipating a user’s next interaction lives at the heart of
making personalized recommendations. The importance of
such systems cannot be overstated, especially given the ever
growing amount of data and choices that consumers are
faced with each day (Quadrana et al. 2018). Across a di-
verse plethora of domains, a wealth of historical interaction
data exists, e.g., click logs, purchase histories, views etc.,
which have, across the years, enabled many highly effective
recommender systems.

Exploiting historical data to make future predictions have
been the cornerstone of many machine learning based rec-
ommender systems. After all, it is both imperative and intu-
itive that a user’s past interactions are generally predictive of
their next. To this end, many works have leveraged upon this
structural co-occurrence, along with the rich sequential pat-
terns, to make informed decisions. Our work is concerned
with building highly effective sequential recommender sys-
tems by leveraging these auto-regressive tendencies.

This paper proposes a new neural sequential recom-
mender system where sequential representations are learned
via modeling not only user short term preferences but across
her general interests. As such our model can be considered
as a ‘local-global’ approach. Overall, our intuition manifests
in the form of a self-attentive metric embedding model that
explicitly invokes item-item interactions across user’s recent
behaviors as well as user-item interactions across all her
past activities. This not only enables us to learn global/long-
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range representations, but also short-term information be-
tween consecutive items. With self-attention, we learn to
attend over the interaction sequence to effectively select
the most relevant items to form the representation of user
short-term intentions. Our experiments show that the pro-
posed model outperforms the state-of-the-art sequential rec-
ommendation models by a wide margin, demonstrating the
effectiveness of not only modeling local dependencies but
also going global.

Our model takes the form of a metric learning framework
in which the distance between the self-attended representa-
tion of a user and the prospective (golden) item is drawn
closer during training. To the best of our knowledge, this is
the first proposed attention-based metric learning approach
in the context of sequential recommendation. To recapitu-
late, the prime contributions of this work are as follows:

• We propose a novel framework for sequential recommen-
dation task. Our model combines self-attention network
with metric embedding to model user temporary as well
as long-lasting intents.

• Our proposed framework demonstrates the utility of
explicit item-item relationships during sequence mod-
eling by achieving state-of-the-art performance across
twelve well-established benchmark datasets. Our pro-
posed model outperforms the current state-of-the-art
models (e.g., Caser, TransRec and RNN based approach)
on all datasets by large margins.

• We conduct extensive hyper-parameter and ablation stud-
ies. We study the impacts of various key hyper-parameters
and model architectures on model performance. We also
provide a qualitative visualisation of the learned attention
matrices.

Related Work
Sequence-aware Recommender Systems
In many real-world applications, user-item interactions are
recorded over time with associated timestamps. The accu-
mulated data enables modelling temporal dynamics and pro-
vides evidence for user preference refinement (Koren 2009;
Quadrana et al. 2018; Rendle et al. 2010; He and McAuley
2016a; Chen et al. 2018). Koren et al. (Koren 2009) propose
treating user and item biases as a function that changes over



time, to model both item transient popularity and user tem-
poral inclinations. Xiong et al. (Xiong et al. 2010) introduce
additional factors for time and build a Bayesian probabilistic
tensor factorization approach to model time drifting. Wu et
al. (Wu et al. 2017) use recurrent neural network to model
the temporal evolution of ratings. Nonetheless, these meth-
ods are specifically designed for the rating prediction task.

To generate personalized ranking lists, Rendle et al. (Ren-
dle et al. 2010) propose combining matrix factorization
with Markov chains for next-basket recommendation. Ma-
trix factorization can capture user’s general preference while
Markov chain is used to model the sequential behavior. He
et al. (He and McAuley 2016a) describe a sequential recom-
mendation approach which fuses similarity based methods
with Markov chain. Apart from Markov Chain, metric em-
bedding has also shown to perform well on sequence-aware
recommendation. Feng et al. (Feng et al. 2015) introduce
a Point-of-Interest recommender with metric embedding to
model personalized check-in sequences. Then, He et al. im-
prove this model by introducing the idea of translating em-
bedding (Bordes et al. 2013; He et al. 2017a). This approach
views user as the relational vector acting as the junction be-
tween items. The major advantage of using metric embed-
ding instead of matrix factorization is that it satisfies the
transitive property of inequality states (Hsieh et al. 2017;
Tay et al. 2018a).

Neural Attention Models

The neural attention mechanism shares similar intuition with
that of the visual attention found in humans. It learns to
pay attention to only the most important parts of the target,
and has been widely employed across a number of appli-
cations e.g., natural language processing and computer vi-
sion. Standard vanilla attention mechanism can be integrated
into CNN and RNN to overcome their shortcomings. Specif-
ically, attention mechanism makes it easy to memorize very
long-range dependencies in RNN, and helps CNN to con-
centrate on important parts of inputs. Several recent studies
also investigated its capability in recommendation tasks such
as hashtag recommendation (Gong and Zhang 2016), one-
class recommendation (Chen et al. 2017; He et al. 2018b;
Tay et al. 2018c; 2018b), and session based recommenda-
tion (Li et al. 2017).

Our work is concerned with a new concept known as
‘self-attention’, or ‘intra-attention’. Different from the stan-
dard vanilla attention, self-attention focuses on co-learning
and self-matching of two sequences whereby the attention
weights of one sequence is conditioned on the other se-
quence, and vice versa. It has only started to gain expo-
sure due to its recent successful application on machine
translation (Vaswani et al. 2017). It can replace RNN and
CNN in sequence learning, achieving better accuracy with
lower computation complexity. In this work, we utilize self-
attention to model dependencies and importance of user
short term behavior patterns. Note that, the usage of self-
attention in the context of recommender systems is far
from straightforward, substantially contributing to the over-
all novelty of our work.
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Figure 1: Illustration of the self-attention module. The input
is the embedding matrix of the latest interacted L items, and
the output is the self-attentive representations.

The Proposed Model: AttRec
We now present the proposed self-attentive sequential rec-
ommendation model, named AttRec. Our model consists of
a self-attention module to model user short-term intent, and
a collaborative metric learning component to model user
long-term preference. Next, we formally define the task of
sequential recommendation.

Sequential Recommendation
Sequential recommendation is very different from tradi-
tional one-class collaborative filtering recommendation. Let
U be a set of users and I be a set of items, where |U| = M
and |I| = N . We use Hu = (Hu

1 ; · · · ;Hu
jHuj) to denote

a sequence of items in chronological order that user u has
interacted with before, where Hu v I. The objective of se-
quential recommendation is to predict the next items that the
user will interact with, given her former consumption trajec-
tory.

Short-Term Intents Modelling with Self-Attention
User recent interactions reflect user’s demands or intents in a
near term. Modelling user short-term interaction therefore is
an important task for better understanding of user’s temporal
preferences. To this end, we propose leveraging the recent
success of self-attention mechanism in capturing sequential
patterns, and use it to model user’s recent interaction trail.
Figure 1 illustrates the proposed self-attention module in our
method.

Self-Attention Module. Self-attention is an special case of
the attention mechanism and has been successfully applied
to a variety of tasks. It refines the representation by matching
a single sequence against itself. Unlike basic attention that
learns representations with limited knowledge of the whole
context, self-attention can keep the contextual sequential in-
formation and capture the relationships between elements in
the sequence, regardless of their distance. Here, we apply
self-attention to attend user’s past behaviours.

The building block of self-attention is scaled dot-product
attention. The input of the attention module consists of
query, key, and value. The output of attention is a weighted



sum of the value, where the weight matrix, or affinity ma-
trix, is determined by query and its corresponding key. In
our context, all of these three components (i.e., query, key,
and value) are the same and composed from user recent in-
teraction histories (see Figure 1).

Suppose user’s short-term intents can be derived from her
recent L (e.g., 5, 10) interactions. Assuming each item can
be represented with a d-dimension embedding vector. Let
X ∈ RN�d denote the embedding representations for the
whole item set. The latestL items (i.e., from item t−L+1 to
item t) are stacked together in sequence to get the following
matrix.

Xu
t =

2664
X(t�L+1)1 X(t�L+1)2 : : : X(t�L+1)d

...
...

...
...

X(t�1)1 X(t�1)2 : : : X(t�1)d

Xt1 Xt2 : : : Xtd

3775 (1)

Here, the latest L items is a subset of Hu. Query, key, and
value for user u at time step t in the self-attention model
equal to Xu

t .
First, we project query and key to the same space through

nonlinear transformation with shared parameters.

Q0 = ReLU(Xu
t WQ) (2)

K 0 = ReLU(Xu
t WK) (3)

where WQ ∈ Rd�d = WK ∈ Rd�d are weight matrices
for query and key respectively. ReLU is used as the activa-
tion function, to introduce some non-linearity to the learned
attention. Then, the affinity matrix is calculated as follows:

su
t = softmax(

Q0K 0T√
d

) (4)

The output is aL×L affinity matrix (or attention map) which
indicates the similarity among L items. Note that the

√
d is

used to scale the dot product attention. As in our case, d is
usually set to a large value (e.g., 100), so the scaling factor
could reduce the extremely small gradients effect. A mask-
ing operation (which masks the diagonal of the affinity ma-
trix) is applied before the softmax, to avoid high matching
scores between identical vectors of query and key.

Second, we keep the value equals to Xu
t unchanged. Un-

like in other cases (Vaswani et al. 2017) where value is usu-
ally mapped with linear transformations, we found that it
is beneficial to use identity mapping in our model. In other
application domains, the value is usually pretrained feature
embeddings such as word embedding or image features. In
our model, the value is made up of parameters that need to
be learned. Adding linear (or nonlinear) transformation will
increase the difficulty in seeing the actual parameters. Note
that query and key are used as auxiliary factors so that they
are not as sensitive as value to transformations.

Finally, the affinity matrix and the value are multiplied to
form the final weighted output of the self-attention module.

au
t = su

t X
u
t (5)

Here, the attentive output au
t ∈ RL�d can be viewed as

user’s short-term intent representations. In order to learn a
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Figure 2: The architecture of the self-attentive metric learn-
ing approach for sequential recommendation. This model
combine self-attention network with metric learning and
considers both user’s short-term and long-term preference.

single attentive representation, we take the mean embedding
of the L self-attention representations as user temporal in-
tent. Note that other aggregation operation (e.g., sum, max,
and min) can also be used and we will evaluate their effec-
tiveness in our experiments.

mu
t =

1

L

LX
l=1

au
tl (6)

Input Embedding with Time Signals. The above attention
model does not include time signals. Without time sequen-
tial signals, the input degrades to bag of embeddings and
fails to retain the sequential patterns. Following the Trans-
former, we propose to furnish the query and key with time
information by positional embeddings. Here, we use a geo-
metric sequence of timescales to add sinusoids of different
frequencies to the input. The time embedding (TE) consists
of two sinusoidal signals defined as follows.

TE(t; 2i) = sin(t=100002i=d) (7)

TE(t; 2i+ 1) = cos(t=100002i=d) (8)

Here, t is the time step and i is the dimension. The TE is
simply added to query and key before the nonlinear transfor-
mation.

User Long-Term Preference Modelling
After modelling the short-term effects, it is beneficial to in-
corporate general tastes or long-term preference of users.
Same as latent factor approach, we assign each user and
each item a latent factor. Let U ∈ RM�d and V ∈ RN�d

denote the latent factors of users and items. We could use
dot product to model the user item interaction as in latent
factor model. However, recent studies (Hsieh et al. 2017;
Tay et al. 2018a) suggest that dot product violate the impor-
tant inequality property of metric function and will lead to


